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Fig. 8. Real-time feedback through signal lights (highlighted area shows the
magnified version of each signal light).

cards were also received well. One participant even asked for711

permission to photograph the game cards so she would be able712

to study them at home.713

A second study carried out in the frame of the EmpaT project714

builds upon the findings of the first study, but it adds some impor-715

tant changes compared to the first study. Most importantly, the716

game cards are replaced by virtual real time feedback through717

signal lights on the right side of the screen [2]. These signal718

lights (see Fig. 8) provided participants with feedback on seven719

aspects of their nonverbal behavior (smiling, eye contact, pos-720

ture, arms crossed, nodding, voice volume, and voice energy). In721

the case of participants expressing adequate nonverbal behavior,722

the signal light turned green; it turned red if the participants’723

behavior was not appropriate. It is important to mention that724

feedback thresholds were based on the psychological literature725

on nonverbal behavior in general and on nonverbal behavior in726

interviews.727

For example, the threshold for voice volume was 57 dB,728

which is slightly louder than voice volume in a normal conver-729

sation [35]. For other nonverbal behavior, we defined ranges of730

adequate behavior, for instance in the introduction phase, one731

to three smiles were defined as adequate, since too less and732

too much smiling can be detrimental for interview ratings [36]733

(for detailed information about the definition of the nonverbal734

feedback, please refer to [2]. During this study, 70 participants735

(50 female) with a mean age of 24 years from two German736

universities took part in an interview training study. Partici-737

pants either received conventional job interview training (i.e.,738

information, pictures, and videos on how to behave during job739

interviews) or they took part in one round of the EmpaT game;740

training in both conditions took about 20 min, and participants741

fulfilled the training on their own and without any support of742

the experimenter. The crucial difference between the training743

approaches was that during the EmpaT game, participants ac-744

tively experienced the interview process in the interaction with745

Fig. 9. Understanding (top) and demanding (bottom) virtual job recruiters.

the virtual interviewer, and received real-time feedback for their 746

nonverbal behavior using the aforementioned signal lights. After 747

the training, participants answered the measurement of anxiety 748

in selection interviews [37], and then they were interviewed 749

by a trained interviewer. The interviewer assessed participants 750

nonverbal behavior and interview performance in a 20-min 751

semistructured interview. Results showed that participants in 752

the EmpaT game group reported less interview anxiety [t(68) = 753

1.67, p < 0.05], they were evaluated as showing more adequate 754

nonverbal behavior [t(68) = 1.69, p < 0.05], and they received 755

higher interview ratings [t(68) = 2.50, p < 0.05]; for detailed 756

results consult [2]. 757

A third study that was conducted in the TARDIS project 758

focused on the question of how to increase the level of diffi- 759

culty by modifying the behavior of the agents in a way that 760

is correlated to the expected level of stress [26]. To this end, 761

we created two profiles of a female virtual job recruiter, un- 762

derstanding, and demanding (see Fig. 9). The former one is 763

defined by letting the agent show narrow gestures close to the 764

body and facial expressions that can be related to positive emo- 765

tions (e.g., joy, admiration, and happy-for), as well as a friendly 766

head and gaze behavior. Additionally, this agent is using shorter 767

pauses (in comparison to the demanding agent). On the ver- 768

bal level, explanations and questions show appreciation for the 769

user and contain many politeness phrases. The latter one shows 770

more space-taking (dominant) gestures and facial expressions 771

that can be related to negative emotions (e.g., distress, anger, or 772
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reproach), uses longer pauses to show dominance in explana-773

tions and questions, and has a dominant gaze behavior.774

On the verbal level, comments and questions are strict and775

contain very few politeness phrases. In the evaluation, 24 partici-776

pants (7 female) with an average age of 29 years were randomly777

confronted with the two virtual job recruiters in a simulated778

job interview. The data included both, subjective measurements779

in questionnaires and objective measurements like breathing780

pauses and movement energy. The results of the questionnaires781

showed that the personality profiles of the virtual agents had an782

impact on the perceived user experience: the demanding agent783

induced a higher level of stress than the understanding agent.784

Participants also felt less comfortable when interacting with the785

demanding agent and perceived the interview with this agent786

as more challenging. Furthermore, they rated their performance787

lower when interacting with this agent. The objective data sup-788

ported the findings in the questionnaire. The authors interpreted789

less breathing pauses in the speech and higher movement energy790

during the demanding condition as a sign for an increased stress791

level.792

Overall, the study shows that it is possible to convey a dif-793

ferent learning atmosphere by confronting learners with two794

opposed agent personalities.795

While the third study focused on the impact of the agents796

on the user’s emotional reaction, a fourth study conducted in797

the EmpaT project investigated how the virtual environment798

may influence the player’s emotional reaction. In TARDIS,799

the virtual environment consisted only of one room, the room800

where the interview took place. There was no environment like801

a company building that could evoke a high degree of im-802

mersion in the whole situation. The EmpaT 3-D environment803

(see Section IV-C) allows us to have participants experience the804

whole interview situation including the following parts: reach-805

ing the company, entering the lobby, announcing one’s arrival806

at the reception, waiting in the reception area, going to the in-807

terview room, the actual job interview, and the leaving of the808

company. During all those steps, participants are confronted809

with social situations and perceive an atmosphere that has been810

created with specific research questions in mind. For example,811

it is possible to manipulate the wall colors and light conditions812

to find out whether the design of the virtual environment af-813

fects the user. This is done in an ongoing study in the EmpaT814

project. The study tries to give insights about the design of the815

virtual environment in which a job interview training should816

take place. We conduct virtual job interviews in the following817

three different rooms:818

1) a neutral one with a neutral wall color and light;819

2) an unpleasant one with a dark red wall color and evening820

light (see Fig. 10, right-hand side);821

3) a pleasant one with a friendly light green wall color and822

bright light like on a sunny day (see Fig. 10, left-hand823

side).824

Measurements include the selection procedural justice scale825

(SPJS) [38], a measure very commonly used for investigating826

acceptance of a personnel selection situation (like a job in-827

terview), where participants have to assess, for instance, the828

perceived level of interpersonal treatment and opportunity to829

Fig. 10. Different wall colors and brightness.

perform during the selection interview. Results of the SPJS will 830

indicate, how users experienced the interview itself but also the 831

virtual interviewer. For instance, we hypothesize that an un- 832

pleasant room could also reflect the virtual interviewer, who 833

might be perceived less favorable but also to users’ perceptions 834

of their performance during the interview. Therefore, partici- 835

pants also have to evaluate their performance, their affective 836

state (emotions, mood), and the virtual room itself. 837

These data are not yet entirely available, however, prelimi- 838

nary results show that though the room design does not influence 839

participants’ perceptions of the room consciously, the room de- 840

sign seems to affect the assessment of the recruiter as well as the 841

job interview and the self-rated performance. Further analysis 842

of the data will show if the additional evaluation of users’ inter- 843

view performance by a human resource specialist confirms the 844

subjective data, which would point toward a strong influence of 845

the environment on users’ behavior. 846

VI. CONCLUSION AND FUTURE WORK 847

In this paper, we presented an overview of serious game 848

concepts for the design of our serious games. Also, we described 849

the central components of a software platform for creating and 850

researching serious games that support social coaching in the 851

context of job interviews. The platform integrates state-of-the- 852

art technologies for social signal analysis, interaction modeling, 853

and multimodal behavior synthesis. It furthermore incorporates 854

elements from serious game concepts to motivate players and 855

thus increases their willingness to engage in learning. 856

We presented studies that revealed the benefits of games over 857

books in the context of job interviews. Within two further exper- 858

iments, we focused on the impact of the agents and the environ- 859

ment on the learner’s experience. Within TARDIS, we showed 860

that adaptations of the agents’ behavior might induce different 861

levels of stress in the player. Within EmpaT, we demonstrated 862

that even minor changes in the environment, such as chang- 863

ing the room’s wall color, may have a measurable effect on 864
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the user’s learning experience. The two studies revealed that865

designers of learning environments should be aware that even866

seeming insignificant attributes might have a significant impact867

on the learner.868

However, a considerable amount of work is still required869

to further explore the relationship between agents, the virtual870

environment, and the learner’s experience.871
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